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A B S T R A C T

A crucial component of event recognition is understanding event roles, i.e. who acted on whom: boy hitting girl is
different from girl hitting boy. We often categorize Agents (i.e. the actor) and Patients (i.e. the one acted upon)
from visual input, but do we rapidly and spontaneously encode such roles even when our attention is otherwise
occupied? In three experiments, participants observed a continuous sequence of two-person scenes and had to
search for a target actor in each (the male/female or red/blue-shirted actor) by indicating with a button press
whether the target appeared on the left or the right. Critically, although role was orthogonal to gender and shirt
color, and was never explicitly mentioned, participants responded more slowly when the target’s role switched
from trial to trial (e.g., the male went from being the Patient to the Agent). In a final experiment, we demon-
strated that this effect cannot be fully explained by differences in posture associated with Agents and Patients.
Our results suggest that extraction of event structure from visual scenes is rapid and spontaneous.

1. Introduction

In order to successfully navigate a perceptually chaotic world and
share our understanding of it with others, we must not only extract the
identity of people and objects, but also the roles that they play in
events: Boy-hitting-girl is very different from girl-hitting-boy even though
the event category (i.e. hitting) and actors involved are the same. In the
former, the boy is the Agent (the actor) and the girl the Patient (the one
acted upon), while in the latter, their roles are reversed. The funda-
mental importance of such “thematic roles” has long been emphasized
in linguistics: Theories of thematic roles were initially developed to
account for the consistent semantic properties of grammatical argu-
ments (e.g., Subjects and Objects) across linguistic descriptions of events
(Croft, 2012; Dowty, 1991; Fillmore, 1968; Gruber, 1965; Kako, 2006;
Levin & Rappaport-Hovav, 2005) but now they are also a component of
some theories of conceptual representation (Jackendoff, 1990;
Langacker, 1987; Talmy, 2000), development (Baillargeon et al., 2012;
Leslie, 1995; Muentener & Carey, 2010; Yin & Csibra, 2015), and per-
ception (Leslie & Keeble, 1987; Strickland, 2016) more generally.

1.1. Event role extraction

While there is ongoing debate within linguistics about the precise
number and nature of thematic roles in language, here we are interested

in whether the mind, independently from explicit language production
and comprehension tasks, rapidly and spontaneously extracts role in-
formation from perceptual input. Our work takes inspiration from a
wealth of previous literature that has demonstrated rapid and bottom-
up encoding of semantic content from visual scenes. These studies have
revealed that categories of both objects (Biederman, Blickle,
Teitelbaum, & Klatsky, 1988; Biederman, Mezzanotte, & Rabinowitz,
1982; Thorpe, Fize, & Marlot, 1996) and places (Oliva & Torralba,
2001; Potter, 1976) can be recognized from brief displays (sometimes
as little as 13ms); that the computation itself is rapid – occurring within
100–200ms (VanRullen & Thorpe, 2001); and that the computation is
relatively automatic (Greene & Fei-Fei, 2014).

In previous work we have shown that, just as with object and place
categories, event category and event role information is in principle
available in a bottom-up fashion from very brief displays (Hafri,
Papafragou, & Trueswell, 2013; see also Dobel, Diesendruck, & Bölte,
2007; Glanemann, Zwitserlood, Bölte, & Dobel, 2016; Wilson,
Papafragou, Bunger, & Trueswell, 2011). However, it is not yet known
whether encoding of event information is rapid: all tasks in previous
studies (to our knowledge) explicitly required participants to make a
post-stimulus judgment about what was happening in the scene. Thus,
the computation itself (although based on a briefly presented visual
stimulus) could conceivably have continued for several seconds, up
until response to the post-stimulus probe. Additionally, the
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computation might have occurred only because of the explicit demands
of the task, rather than being spontaneous.

1.2. Spontaneity and generality of role encoding

Here, we define a spontaneous process as any process that is exe-
cuted independently of an explicit goal. Such a process could be auto-
matic, in the sense that it is mandatory given certain input character-
istics (Fodor, 1983), but it could also be spontaneous but not automatic
in the sense that, under some conditions and with some cognitive effort,
the process could be prevented from being executed (Shiffrin &
Schneider, 1977). In the present work, we test for spontaneity of event
role encoding.

Given the particular importance of event roles to event under-
standing, the spontaneity of such a process would be beneficial as we
engage the social world, since at any given moment we may be per-
forming other perceptual tasks, e.g., identifying objects or spatial
properties of the scene. It would also prove useful to the young lan-
guage learner tasked with mapping utterances to the events that they
refer to (a problem discussed in detail in Gleitman, 1990; Pinker, 1989).

In both of these situations (social and linguistic), the utility of role
information arises from its relative generality, i.e., the identification of
commonality between the actors engaged in different events, such as
kicking and pushing (with the degree of commonality perhaps dependent
on abstract properties shared between the participants in these events,
such as volition or cause; Dowty, 1991; Jackendoff, 1990; Pinker, 1989;
Talmy, 2000; White, Reisinger, Rudinger, Rawlins, & Durme, 2017).
However, research on action recognition using psychophysical and
neuroscientific methods has largely focused on how the perceptual
system differentiates between action categories (e.g., kicking, pushing,
opening) and generalizes within action category (Hafri, Trueswell, &
Epstein, 2017; Jastorff, Begliomini, Fabbri-Destro, Rizzolatti, & Orban,
2010; Oosterhof, Tipper, & Downing, 2012; Tucciarelli, Turella,
Oosterhof, Weisz, & Lingnau, 2015; Wurm & Lingnau, 2015). This re-
search has not yet addressed how we come to recognize the distinct
roles that multiple actors play in visual scenes, or how (and whether)
our perceptual system generalizes across the agents of different actions.

Investigating the perception of events in visual scenes provides an
ideal avenue to test hypotheses about the generality of event roles. One
hypothesis is that awareness of event-general properties of event roles
(e.g., volition or cause) arise through explicit and deliberate observa-
tion of commonalities among event-specific roles (e.g., kicker, kickee)
outside of the domain of perception (Tomasello, 2000). However, to the
degree that we can find evidence that perception itself rapidly and
spontaneously furnishes such event-general role information, the notion
of event-specific roles as drivers of event understanding from scenes
becomes less plausible. We hypothesize that in initial scene viewing,
the perceptual system rapidly categorizes event participants into two
broad categories – “Agent-like” and “Patient-like” (denoted Agent and
Patient from here on for simplicity; Dowty, 1991; Strickland, 2016) –
even if these assignments are later revised or refined in continued
perceptual or cognitive processing of the event (see Section 6.1 for
elaboration on these issues).

1.3. The current study: an event role switch cost?

The goal of the current work is to establish the degree to which the
visual system gives the observer event roles “for free”, as part of routine
observation of the world. We aim to show the following: (1) that the
visual system encodes event roles spontaneously from visual input, even
when attention is otherwise occupied (i.e. even when the observer is not
explicitly asked to recognize events but rather is engaged in some or-
thogonal task); (2) that the computation of role itself is rapid; (3) that this
encoding of event roles is at least partly event-general; and (4) that any
evidence we find for encoding of event roles cannot be fully accounted for
by simple visual correlates of event roles alone, such as posture.

To achieve this goal, we employed a “switch cost” paradigm
(Oosterwijk et al., 2012; Pecher, Zeelenberg, & Barsalou, 2003; Spence,
Nicholls, & Driver, 2001). In several experiments, participants observed
a continuous sequence of two-person scenes and had to rapidly identify
the side of a target actor in each (Experiments 1a and 1b: male or fe-
male actor; Experiments 2 and 3: blue- or red-shirted actor). With our
design, event role identities provide no meaningful information for the
primary task of gender or color identification, so observers need not
attend to such irrelevant information. Nevertheless, we hypothesized
that when people attend to the target actor to plan a response, then if
event roles are spontaneously encoded, they should “come along for the
ride.” Thus, we should be able to observe an influence of this role en-
coding on responses even though event roles are irrelevant to the pri-
mary task.

More specifically, we reasoned that if role assignment is sponta-
neously engaged, then when the role of the target actor switched from
trial to trial, it would result in a cost, i.e., a relative lag in reaction time,
even though subjects were tasked with identifying a property ortho-
gonal to roles (here, gender or shirt color). If such a pattern were ob-
served, it would provide compelling evidence that analysis of event
structure from visual scenes is a rapid, spontaneous process that is
engaged even when we are attending to other perceptual information.
Furthermore, by using simple tasks based on visual information known
to be rapidly available (including gender; Mouchetant-Rostaing, Giard,
Bentin, Aguera, & Pernier, 2000), we expected that observers would
respond quickly, allowing us to test the rapidity of extraction of event
role information.

2. Experiment 1a

Participants observed a series of simple still images displaying an
interaction between a male and a female, and were simply asked to say
whether the male/female was on the left or right of the screen. We
predicted that although the task fails to actively encourage role en-
coding (and may even discourage it), participants would nevertheless
be slower on trials in which the event role of the target actor differed
from his or her role in the previous trial, i.e., a “role switch cost”.1

2.1. Method

2.1.1. Participants
Twenty-four members of the University of Pennsylvania community

participated and received either class credit or $10. Because we were
collecting a large number of trials within-participant (see Section 2.1.3
below), we predicted that this number of participants would be suffi-
cient to observe the role switch cost, if it were to exist. All participants
in this experiment and in the other experiments reported below gave
informed consent, following procedures approved by the university’s
institutional review board.

2.1.2. Materials
The stimuli were 40 color photographic images depicting 10 two-

participant event categories taken from a previous study that investigated
extraction of event categories and roles from briefly displayed and
masked images (Hafri et al., 2013). The event categories used were
brushing, chasing, feeding, filming, kicking, looking, punching, pushing,
scratching, tapping. These categories were chosen because they showed the
highest agreement among subjects for role assignment from brief display
(i.e., male as Agent or Patient) in the previous study. All stimuli were
normed for event category and role agreement in the previous study.

1 We cannot differentiate between switch costs vs. repetition benefits (priming) be-
cause there is no baseline for comparison, but in keeping with the terminology in previous
investigations using this paradigm (e.g., Pecher et al., 2003), we use the term switch
costs. Whether the effects are a benefit or cost does not qualitatively change our con-
clusions.

A. Hafri et al. Cognition 175 (2018) 36–52

37



Six different male–female actor pairs appeared in the images, with
each actor pair appearing in front of a different indoor or outdoor scene
background. Each event category was associated with only one of the
actor pairs (e.g., brushing and chasing was always performed by Pair 1,
feeding by Pair 2, etc.). For each event category, the gender of the Agent
(male or female) and the side of the Agent (left or right) were fully
crossed, such that there were four stimuli for each event category. Each
event depicted the actors in profile view. Example images appear in
Fig. 1, and examples for each event category appear in Appendix A.

For all experiments, images were 640× 480 pixels and subtended
19°× 15° at approximately 54 cm distance from the screen. Stimuli
were displayed on a 19″ Dell 1908FP LCD monitor at a refresh rate of
60 Hz. Responses were collected using a PST E-Prime button box (mean
latency 17.2 ms, SD 0.92ms, measured in-lab). The experiment was run
in Matlab using the Psychophysics Toolbox (Brainard, 1997; Pelli,
1997).

2.1.3. List design
Given that detecting switch costs depends on measuring the influ-

ence of one stimulus on another, we implemented “continuous carry-
over” sequences, which are similar to randomized block and Latin
square designs, with the added benefit of controlling for first-order
carryover effects, i.e. each stimulus precedes and follows every other
stimulus (Aguirre, 2007; Nonyane & Theobald, 2007). This design re-
sulted in 1601 trials split among 40 blocks. Unique lists were generated
for every participant. An additional reason we used this list design was
that it naturally provided a large number of trials with which to pre-
cisely measure effects of all factors manipulated in the experiment,
across both subjects and items. This was important: given that partici-
pants were actively required to attend to stimulus features orthogonal
to the property of interest (event roles), there was potential for the role
switch cost to be quite subtle.

To maximize our chances of finding a switch cost if it were to exist,
a small number of catch trials (Event Test trials) were randomly dis-
persed among the standard image trials. On these catch trials, partici-
pants were given a 2AFC test on what action just appeared in the
previous trial (e.g., kicking or pushing). One label was correct, and the
other was a foil randomly selected from the set of nine other categories.
There were 58 catch trials in total, with 1 to 3 per 40-trial block.

2.1.4. Procedure
Subjects were instructed that as each image appeared, they would

have to press one of two buttons (left or right) to indicate, as quickly
and accurately as possible, which side of the screen that the target actor
appeared on (left button for left, right button for right). For half of the
subjects, the target was the male actor, and for the other half, the fe-
male actor (i.e. male or female search was between-subject, counter-
balanced across participants). There were 40 blocks of trials, each of
which was a continuous sequence of all 40 image trials and the inter-
spersed catch trials, followed by a quick break before the next block.
The purpose of the catch trials was to focus participants’ attention on
the events they were observing without explicitly testing them on event
roles (see Section 2.1.3 above). Subjects were told that on catch trials,
they would be intermittently tested on what action just appeared in the
previous trial.

Fig. 2 illustrates the trial and block sequence. Each trial consisted of
the following: A “Ready?” screen for 350ms, a central fixation crosshair
for 250ms, a blank screen for 150ms, and the test image, which re-
mained on the screen until the subject responded. Catch trials involved
a similar sequence, but in place of the test image was a slide with the
text “What action did you just see?” and two event category labels on
either side of the screen (e.g., “biting” and “pushing”). Subjects selected
their answer by pressing either the left or right button. Image trials
timed out if no response was given within 2000ms, and catch trials
within 3500ms. Twelve practice image trials and two catch trials pre-
ceded the main experimental sequence. Practice image trials depicted
joint or symmetrical actions (e.g., crying, shaking hands). Average
duration of the experiment was 41min (which was similar across all
additional experiments reported below).

2.1.5. Data analysis
Trial exclusion criteria were decided in advance of analysis and

were the following: trials with an incorrect response and those fol-
lowing an incorrect trial, RTs faster than 200ms, timeouts, trials after
breaks, and trials after catch trials. An additional 63 trials in total across
all subjects were also excluded due to an error in list creation. For the
remaining data, trials with RTs 2.5 standard deviations above or below
each subject’s mean were also excluded, following accepted data
trimming procedures (e.g., Balota, Aschenbrenner, & Yap, 2013). A
mean of 17% (SD 4.0%) of trials in total were excluded per subject,

Fig. 1. Example stimuli. All experiments featured 10 event categories. In Experiments 1a and 1b, these were depicted by several different pairs of actors, and Agent gender (male or
female) and Agent side (left or right) were fully crossed within event category. In Experiments 2 and 3, events were depicted by a pair of identical twin actors. Agent shirt color (blue or
red) and Agent side (left or right) were fully crossed within event category. In Experiment 3, the images from Experiment 2 were manipulated such that the two actors were always facing
opposite one another; thus, their interactive relationship was almost entirely eliminated. See Appendix A for more example images. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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which meant there were an average of 269 trials excluded per subject.
Average accuracy was 95.6% (SD 2.2%), and average RT on image trials
for the included data was 383ms (SD 34ms).

Individual trial reaction times from the primary task (i.e., judging
gender side) were analyzed with linear mixed effects modeling using
the lme4 R package (Bates et al., 2016), with centered (sum-coded)
predictors. The analyses used the maximal subject and item random
effects structure that converged for all tested models (Barr, Levy,
Scheepers, & Tily, 2013)2. RTs were first transformed into inverse RTs
(–1000/RT) to improve normality for model fitting. Additionally, all
models included nuisance regressors for trial number and preceding
trial inverse RT to account for general temporal dependencies (Baayen
& Milin, 2010).

The following factors were included in models: Actors (repeated vs.
switched), i.e., whether the actor pair was the same or different from
the previous trial; Side (repeated vs. switched), i.e., whether the side of
the target actor (e.g., male) was the same or different as the previous
trial; and the effect of primary interest, Role (repeated vs. switched),
i.e., whether the role of the target actor was the same or different (e.g.,
whether the male remained the Agent or switched to being Patient, and
vice-versa). Significance of these factors was tested by comparing
likelihood-ratio values for nested models that included main effects and
interactions of factors to models without them.3

2.2. Results

2.2.1. Role switch cost
As predicted, an event role switch cost was observed. As shown in

Table 1, participants were on average 6ms slower when the role of the

target character changed from one trial to the next. This effect, al-
though quite small, was significant: The best-fitting mixed effects model
included a main effect of Role (the role switch cost) and main effects
and interactions of Actors and Side. The fit of this model was sig-
nificantly better than a model without the main effect of Role,
χ2(1)= 52.9, p < .001. Models with additional interaction terms were
not a significantly better fit, either for Actors×Role (χ2(1)= 1.71,
p= .19), or Side×Role (χ2(1)= 0.09, p= .76). See Table 1 for a
summary of the effects from the best-fitting model.

2.2.2. Absolute vs. relative magnitude of role switch cost
Before continuing, we believe that the empirical robustness and the-

oretical import of the role switch cost must be separated from the absolute
size of the effect observed. Although the absolute magnitude of the role
switch cost was small (about 6ms), the standardized effect sizes were quite
large: Cohen’s d of 1.07 and 2.24, for subjects and items, respectively (see
Fig. 3). As another indication of its robustness, 21/24 participants and all
10 event categories showed a numerical difference in line with the role
switch cost. And while it may be surprising that such a small effect would
be statistically significant, each observer provided on average 1329 data
points, resulting in very stable performance estimates per subject and per
item (e.g., note the tight 95% confidence intervals across subjects in
Table 1). Furthermore, it is within the same order of magnitude of pre-
viously observed switch costs, relative to mean RTs for task: for example,
Pecher et al. (2003) obtained a cost of 29ms relative to mean RTs of
1139ms (a ratio of 2.5%), and Oosterwijk et al. (2012) obtained a cost of
22ms relative to mean RTs of 1683 (a ratio of 1.3%), compared with our
6ms vs. 383ms mean RTs (a ratio of 1.6%). Similar arguments hold re-
garding the absolute vs. relative magnitude of the role switch cost ob-
served in the other experiments reported in this manuscript, and we re-
turn to this issue in Section 6.6.

Fig. 2. Block structure for all experiments. On each image trial, subjects pressed a button to indicate the position of the target actor as fast as possible (left or right). In Experiments 1a and
1b, the target actor was the male or female (between-subject). In Experiments 2 and 3, the target actor was the blue- or red-shirted actor (between-subject). Only Experiment 1a contained
catch trials, which asked about the action that appeared in the previous trial. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
this article.)

Table 1
Mean RTs across subjects for Experiment 1a, separately for all factors that were sig-
nificant in model fitting (significant interaction terms are split by each factor level). 95%
confidence intervals in parentheses.

Reaction time (ms) Switch cost (ms) t value for
parameter in
best-fitting
model

Condition Repeated Different

Role 380 (14.2) 386 (14.8) 6 (2.00) 7.27*

Actors 371 (12.8) 385 (14.9) 14 (3.68) 3.99*

Side 390 (16.0) 377 (13.7) −13 (6.26) −3.95*

Side, Repeated Actors 371 (12.9) 371 (13.5) 0 (6.39) 0.47
Side, Switched Actors 393 (16.5) 378 (13.9) −15 (6.55) −3.95*

* p < .05 in best-fitting mixed effects model (calculated using R lmerTest package).
See Section 2.2.1 for details on model comparisons.

2 When more complex random effects structures failed to converge, we successively
dropped random slope terms with the smallest variance, until the model converged (Barr
et al., 2013). The random effects structures used for each experiment and cross-experi-
ment comparison were the following (in R model syntax): (1). Experiment 1a: (1+Ac-
tors+Side|subjNum)+(1+propertyAgent∗sideAgent|event). (2). Experiment
1b: (1+Actors∗Role+Actors∗Side|subjNum)+(1+proper-
tyAgent∗sideAgent|eventCategory). (3). Comparison of Experiments 1a and 1b:
(1+Role|subjNum)+(1+propertyAgent∗sideAgent|eventCategory). (4). Ex-
periment 2: (1+Role∗Side|subjNum)+(1+proper-
tyAgent∗sideAgent|eventCategory). (5). Experiment 3: (1+Role|subjNum)

+(1+propertyAgent∗sideAgent|eventCategory). (6). Comparison of Experi-
ments 2 and 3: (1+Role|subjNum)+(1+proper-

tyAgent∗sideAgent|eventCategory). Abbreviations (consistent for all experi-
ments): subjNum = subject identity; propertyAgent = Agent Gender (Male or
Female, Experiments 1a and 1b only), or Agent Color (Blue or Red, Experiments 2 and 3
only); sideAgent = Agent Side (Left or Right); eventCategory = Event Category

(e.g., kicking).
3 Here and in Experiment 1b, repeated event always entailed repeated actors, due to

the nature of the stimuli employed (see Section 2.1.2). However, similar results were
obtained with Event as a factor instead of Actors. Likewise, since actors and scene
backgrounds co-varied, Actor switch entails a Background switch (and vice versa), but for
simplicity, we will refer to this factor as same/different Actors.
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2.2.3. Other observed effects
Besides the effect of primary interest (event roles), the best fitting

model revealed several additional effects. First, people were slower
when Actors switched. This is not surprising: when actor pair switched,
it likely took longer to ascertain which character was the male or fe-
male. There was also an interaction of Side×Actors: On trials where
the actor pair was different, participants were faster when the target
side switched. Though speculative, it may be that with a significant
visual change such as a switch in the actors, subjects may have expected
a side switch, resulting in a switch benefit, or faster RTs. Whatever the
reason for these additional effects, the role switch cost was invariant to
these other factors (Side and Actors).

2.2.4. Event catch task
Average RT on catch trials was 1177ms (SD 215ms), and accuracy

on catch trials was significantly above chance across participants
(mean=85%, SD=10%, t(23)= 40.0, p < .001, d=3.37, 95%
CI= [81%, 89%]). This indicates that participants were monitoring the
events in the images sufficiently to distinguish which of two event ca-
tegories they observed in the previous trial.

One important question is whether event category extraction is re-
lated to event role extraction. Although in our previous work we found
that event role extraction was not significantly correlated with event
category extraction on an item-by-item basis (Hafri et al., 2013), we can

also address this in the current study, in two ways. First, if there is a
relationship between event category and event role extraction, we
might find that the magnitude of the role switch cost is correlated on a
subject-by-subject basis with performance on catch trials (event iden-
tification). However, we found no significant correlation between in-
dividual participants’ role switch cost magnitude (based on the mean
inverse RT difference between repeated and switch role trials for each
subject), and either their overall accuracy on catch trials, r=−0.11, t
(22)=−0.52, p= .61, or their mean inverse RT on catch trials (ac-
curate trials only), r=0.00, t(22)=−0.01, p= .99.

Another way to investigate the relationship between event category
and event role extraction is by asking about the relationship between
performance on catch trials (event identification) and the switch status
of event roles on the probed trials: if event role extraction and event
category extraction are mutually dependent, we would expect perfor-
mance on event identification to be worse when the catch trial probe is
about an image in which event role switched. To assess this, we split
catch trials by whether the previous trial was a Repeated or Switched
Role image trial (an average of 27.8 trials in each condition per subject,
range 20–36). We ran multilevel models to predict performance (either
accuracy or inverse RT) on catch trials across subjects. Specifically, we
tested whether adding a main effect of Previous Role (Repeated vs.
Switched) to the models would improve model fit, over a null model
without the Previous Role main effect (both models included a random
intercept and random slope for Previous Role for each subject).
However, adding Previous Role did not significantly improve fit either
for catch trial accuracy (logistic regression, χ2(1)= 0.64, p= .42) or
for catch trial inverse RT (χ2(1)= 3.09, p= .08); and even though
improvement for the inverse RT model was marginal, it went in the
opposite direction of the prediction, i.e. faster RTs on catch trials when
the previous trial role switched.

Although these tests are post hoc and we should interpret the null
results with caution, they at least suggest that at the individual subject
or trial level, event category identification is robust to changes in role
information. Nevertheless, a more definitive test of the relationship
between event role and category extraction would require further ex-
perimentation.

2.3. Discussion

Although a role switch cost was observed in Experiment 1a, the
Event Test catch trials may have inadvertently focused attention on
event roles. Experiment 1b was identical to the previous experiment,
except that there was no catch task and no mention of events or actions.
If this effect is really a result of the default in visual perception of
scenes, then we expected to observe it even under these conditions.4

3. Experiment 1b

The current experiment was identical to Experiment 1a, except that
there was no catch task and no mention of events or actions.

3.1. Methods

3.1.1. Participants
An additional 24 members from the University of Pennsylvania

community participated and received class credit. Given the stability of
the role switch effect in Experiment 1a, we believed this number to be
sufficient.

3.1.2. Materials and procedure
All materials, apparatus, and procedure were identical to

Fig. 3. Individual (a) subject and (b) item (event category) means for the role switch cost,
across all experiments. These plots show the consistency of the role switch cost for both
subjects and items: the majority of means are above zero in each case. Orange boxes
indicate the mean and standard error across subjects and items, for each experiment.

4 Preliminary analyses of Experiments 1a and 1b originally appeared in conference
proceedings (Hafri, Trueswell, & Strickland, 2016).
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Experiment 1a, except that no catch (Event Test) trials were included,
and instructions were modified to omit mention of the catch task or
actions and events.

3.1.3. Data analysis
Data coding, trial exclusion criteria, and analysis were the same as

in Experiment 1a. An additional 216 trials across all subjects were ex-
cluded due to an error in list creation. A mean of 13% (SD 4.9%) of
trials (214 on average) per subject were excluded, average accuracy
was 96.0% (SD 2.6%), and average RT for the included data was 387ms
(SD 48ms). Individual trial RTs were analyzed using linear mixed ef-
fects modeling.

3.2. Results

As in Experiment 1a, a role switch cost was observed. In Table 2, we
see that participants were on average 3ms slower when the role of the
target character changed from one trial to the next. This effect was once
again robust: 17/24 subjects and 7/10 event categories went in the
direction of the effect (Cohen’s d of 0.55 and 0.58, respectively; see
Fig. 3). And although small, it was significant: The best-fitting mixed
effects model included main effects and interactions of Role and Actors,
as well as a main effect of Side and the interaction of Side×Actors. The
fit of the model was significantly better than the same model without
the additional interaction of Role×Actors, χ2(1)= 4.89, p= .03, and
significantly better than a model that did not include Role at all,
χ2(2)= 15.5, p < .001. A model with an additional interaction of
Role× Side was not a significantly better fit, χ2(1)= 0.004, p= .95.

Interestingly, the role switch cost was greater when the actor pair
repeated than when it did not, although importantly, the role switch
cost was significant even when the actor pair differed. And as in
Experiment 1a, on trials where the actor pair was different, participants
were slower when the side repeated. See Table 2 for details.

3.2.1. Comparison of experiments 1a and 1b
Not surprisingly, more participants and items showed the numerical

difference in Experiment 1a (with the catch task) than in Experiment 1b
(without the catch task; 21/24 vs. 17/24 participants, and 10/10 vs. 7/
10 items, respectively; see Fig. 3). To formally compare the two ex-
periments, we ran new mixed effects models with the data from both
experiments combined, starting with a base model whose main effects
and interactions were identical to the best-fitting model of Experiment
1b. The best-fitting model in this combined analysis had main effects of
Actors, Side, Role, and Experiment, and interactions of Actors× Side,
Role×Actors, Role×Experiment, and Actors× Experiment. The fit of
the model was significantly better than a model without the additional
interaction of Role×Experiment, χ2(1)= 3.88, p= .05. The greater

role switch cost for repeated actors vs. switched actors observed in
Experiment 1b appears to be consistent across both Experiments 1a and
1b: adding the triple interaction of Role×Actors × Experiment to the
best-fitting model in the current analysis did not significantly improve
the fit, χ2(1)= 0.74, p= .39. This analysis confirms that the role
switch cost was indeed greater in Experiment 1a than in Experiment 1b.

Additionally, items drove the role switch cost consistently across
experiments: the role switch costs for individual image stimuli were
correlated across experiment, r=0.37, t(38)= 2.43, p= .02. This
correlation further attests to the stability of the measures of central
tendency (i.e., subject and item means) – likely due to the large number
of observations per image.

4. Experiment 2

In this experiment, we tested the generalizability of the role switch
cost. We ran the same paradigm of Experiment 1b, with two changes:
(1) we used new event categories and stimuli, in which events were
depicted by a pair of red- and blue-shirted identical twin actors; and (2)
the main task was to identify the side of the blue or red-shirted actor. As
in Experiment 1b, there was no catch task and no mention of events or
actions. If spontaneous role assignment is really the default in scene
perception, then we expected to observe the role switch cost even with
these changes.

4.1. Methods

4.1.1. Participants
An additional 24 members from the University of Pennsylvania

community participated and received class credit. Given the stability of
the role switch effect in Experiments 1a and 1b, we believed this
number to be sufficient. Data from an additional three participants were
excluded: one for a high number of sub-200ms RTs (145 trials), one for
non-completion, and one for falling asleep.

4.1.2. Materials
Stimuli were 40 color photographic images depicting 10 two-par-

ticipant event categories, taken from a previous study (Hafri et al.,
2013): bandaging, kicking, kissing, poking, pulling, scratching, slapping,
stabbing, strangling, tickling. All categories except kicking and scratching
differed from those used in Experiments 1a and 1b, providing a test of
the generalizability of the role switch cost to new event categories. All
stimuli were normed for event category and role agreement in the
previous study, and showed high agreement for event role extraction
from brief display in the previous study. Events were depicted by a
single pair of identical-twin actors (male, age 29) who dressed the same
except for a difference in shirt color (blue vs. red). As in Experiments 1a
and 1b, for each event category, the shirt color of the Agent (blue or
red) and the side of the Agent (left or right) were fully crossed, such
that there were four stimuli for each category. Example images appear
in Fig. 1, and examples for each event category appear in Appendix A.

4.1.3. Procedure
Apparatus, list design, and procedure were identical to Experiment

1b, except that that the words “male” and “female” were replaced by
“blue” and “red” in the instructions.5 Task (blue or red search) was
between-subject, counterbalanced across participants. Sixteen practice
trials using additional stimuli (e.g., brushing) preceded the main ex-
periment. To make the color task comparable in difficulty to the gender
task, images were desaturated using Photoshop software to a level of
3% (a level of saturation which made the color task more difficult but

Table 2
Mean RTs across subjects for Experiment 1b, separately for all factors that were sig-
nificant in model fitting (significant interaction terms are split by each factor level). 95%
confidence intervals in parentheses.

Reaction time (ms) Switch cost
(ms)

t value for
parameter in
best-fitting
model

Condition Repeated Different

Role 385 (19.9) 388 (20.3) 3 (1.59) 2.62*

Actors 371 (16.8) 390 (20.8) 19 (5.55) 2.08*

Side 394 (19.5) 380 (21.2) −14 (7.55) −5.09*

Role, Repeated Actors 368 (16.8) 374 (17.2) 6 (5.65) 3.60*

Role, Switched Actors 388 (20.5) 391 (21.0) 3 (1.84) 2.62*

Side, Repeated Actors 368 (14.0) 374 (20.2) 6 (11.6) 0.92
Side, Switched Actors 398 (20.6) 382 (21.5) −16 (7.26) −5.09*

* p < .05 in best-fitting mixed effects model (calculated using R lmerTest package).
See Section 3.2 for details on model comparisons.

5 For Experiments 2 and 3, one extra repetition for each image stimulus (e.g., kick-blue-
left→ kick-blue-left) was included in case we found a need to examine exact image re-
petitions, but these were discarded a priori before analyses.
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kept the actors distinguishable).

4.1.4. Data analysis
Data coding procedures and trial exclusion criteria were the same as

in Experiments 1a and 1b. A mean of 14% (SD 4.9%) of trials (237 on
average) per subject were excluded based on the previous exclusion
criteria. Average accuracy was 96.2% (SD 2.7%), and average RT for
the included data was 347ms (SD 38ms). Individual trial RTs were
analyzed using linear mixed effects modeling with Event (repeated vs.
switched), Side (repeated vs. switched), and Role (repeated vs. swit-
ched) as factors.

4.2. Results

As in Experiments 1a and 1b, a role switch cost was observed. In
Table 3, we see that participants were on average 6ms slower when the
role of the target character changed from one trial to the next. This
effect was again robust: 22/24 subjects and all 10 items went in the
direction of the effect (Cohen’s d of 1.42 and 1.40, respectively; see
Fig. 3). And although small, this effect was significant: The best-fitting
mixed effects model included main effects of Role, Side, and Event, and
interactions of Role× Side and Event× Side. The fit of the model was
significantly better than the same model without the additional inter-
action of Role× Side, χ2(1)= 4.03, p= .04; and significantly better
than a model that did not include Role at all, χ2(2)= 31.9, p < .001.
Additionally, a model that also included an interaction of Role×Event
was not a significantly better fit, χ2(1)= 1.22, p= .27.

Interestingly, the role switch cost interacted with repeated side,
such that the role switch cost was greater when the side repeated than
when it did not; importantly, however, the role switch cost remained
even when the side was different. Like the additional effects observed in
Experiments 1a and 1b, participants were faster when the side repeated,
but only when the event category repeated. See Table 3 for a summary
of the effects from the best-fitting model.

To summarize, a role switch cost was once again observed, even
when the stimuli, event categories, and task were different. In fact,
several participants reported that they explicitly tried to ignore the
action as part of their strategy in performing the color task, but
nevertheless, nearly all participants demonstrated the role switch cost.
The results from this experiment suggest that the role switch cost is a
general and robust phenomenon.

4.2.1. Does Agent saliency drive the role switch cost?
Although the findings thus far provide evidence for a role switch

cost, such a cost could be driven solely by a switch from Agent to
Patient or vice versa (i.e. it could be asymmetrical). Indeed, Agent
primacy and saliency effects have been observed in both the linguistics

and vision literature: Agents tend to precede Patients in linguistic
utterances (Dryer, 2013; Goldin-Meadow, So, Ozyürek, & Mylander,
2008), and in continuous event perception, Agents attract attention,
likely because they initiate movement before Patients (Abrams & Christ,
2003; Mayrhofer & Waldmann, 2014; Verfaillie & Daems, 1996) or
because active body postures direct spatial attention (Freyd, 1983;
Gervais, Reed, Beall, & Roberts, 2010; Shirai & Imura, 2016).

If Agent saliency is driving the role switch cost, we should observe
two additional effects in our data across experiments: (1) different
average RTs on trials in which the target was the Agent (Agent judg-
ment trials) as compared to trials in which the target was the Patient
(Patient judgment trials); and (2) an asymmetry in the role switch cost,
such that the cost for an Agent→ Patient switch should be different
from the cost for a Patient→Agent switch. Note that the directionality
of the predictions (i.e. whether Agent trials should be faster or slower)
depends on different theories about the interaction between event
perception and the building of event structure. Under the view that
Agents attract attention because of their active posture or movement
initiation (e.g., Gervais et al., 2010; Verfaillie & Daems, 1996), one
would predict faster RTs to Agent trials relative to Patient trials, since
the primary task of participants was to locate the target actor. In con-
trast, under the view that observing Agents triggers the building of an
event structure (Cohn & Paczynski, 2013; Cohn, Paczynski, & Kutas,
2017), attending to Agents (i.e. Agent judgment trials) might result in
an additional cost due to initiation of event structure building, and
therefore slower RTs. The crucial point here is that for Agent saliency
(whether faster or slower) to explain the role switch cost, an asymmetry
should also be observed between Agent→ Patient and Patient→ Agent
switch trials, not only a difference between Agent and Patient judgment
trials.

To formally test for these effects, we ran new mixed effects model
comparisons in which we added Trial Judgment (Agent or Patient
judgment trials) to the best-fitting models described in the above
Results sections, separately for each experiment. Differences between
Agent and Patient trials would manifest as a main effect of Trial
Judgment, and an asymmetry in the role switch cost would manifest as
an interaction of Role×Trial Judgment.

For Experiments 1a and 1b, adding a main effect of Trial Judgment
or a Role× Trial Judgment interaction to the previously best-fitting
models did not offer a significant improvement (all p’s > 0.11). For
Experiment 2, adding a main effect of Trial Judgment did significantly
improve the fit over the previous best-fitting model (χ2(1)= 55.5,
p < .001): Agent trial RTs were slower than Patient trial RTs (349ms
vs. 345ms in subject means; see Table 4). The slower Agent RTs in
Experiment 2 are in line with the hypothesis that Agents may trigger the
process of “event building” (Cohn & Paczynski, 2013; Cohn et al.,
2017). However, adding an additional interaction of Role×Trial
Judgment to this model was not a significant improvement (p > .66).
Given that differences between Agent and Patient trials was not con-
sistent across experiments and that an asymmetry was not observed,
these analyses suggest that Agent saliency cannot account for the role
switch cost observed in the previous experiments.

4.3. Discussion

Experiment 2 replicates and extends the findings from Experiments
1a and 1b by showing that role switch costs can be observed in explicit
tasks other than those involving judgments about gender. Thus, these
effects seem to be quite general.

5. Experiment 3

In a final experiment, we probed the level of representation at which
the role switch cost operates, testing two non-mutually exclusive pos-
sibilities. The first possibility, and the one of central theoretical interest
to our investigation of event roles, is that the cost operates at the

Table 3
Mean RTs across subjects for Experiment 2, separately for all factors that were significant
in model fitting (significant interaction terms were split by each factor level). 95% con-
fidence intervals in parentheses.

Reaction time (ms) Switch cost
(ms)

t value for
parameter in
best-fitting
model

Condition Repeated Different

Role 344 (16.2) 350 (16.4) 6 (1.75) 4.69*

Event 350 (16.6) 347 (16.2) −3 (2.10) −2.76*

Side 346 (16.1) 348 (16.9) 2 (6.00) 0.08
Role, Repeated Side 343 (16.0) 349 (16.3) 6 (2.41) 7.04*

Role, Switched Side 346 (16.9) 351 (17.0) 5 (1.89) 4.69*

Side, Repeated Event 344 (15.9) 353 (17.5) 9 (7.38) 2.60*

Side, Switched Event 346 (16.1) 348 (16.9) 2 (6.05) 0.08

* p < .05 in best-fitting mixed effects model (calculated using R lmerTest package).
See Section 4.2 for details on model comparisons.
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relational level: Agent and Patient roles are fundamentally relational (an
Agent acts on a Patient), so perhaps it is the roles that scene entities
take in an interactive relationship that results in the role switch cost. An
alternative possibility, however, is that the role switch cost operates at
the pose level: active body postures are probabilistically associated with
Agents and not Patients (Hafri et al., 2013), so perhaps observed switch
costs merely reflect salient changes in posture of the actors. Note that
effects of posture, if they contribute to the switch cost, should have an
equal effect whether the actors in the scene are interacting or not.

To test these two possibilities (pose and relational levels), we ran the
same paradigm of Experiment 2, with one change: images were edited
such that the actors always faced opposite directions (“mirror-flipped”).
With this manipulation, the actors’ poses were preserved but their in-
teraction was substantially reduced or eliminated (see also Glanemann
et al., 2016). Thus, any switch costs observed in the current experiment
(with non-interactive actors) can only be attributed to switches at the
pose level.

The image manipulation in the current experiment will allow us to
assess the specific contribution that two levels (pose and relational levels)
make to the switch costs observed in our previous experiments. If the
previously observed role switch costs were due only to informational
conflict at the relational level, we should observe a complete elimination
of the switch cost here, since any interaction between actors is now
minimally present. If the switch costs were due only to the pose level,
then there should be no consequence of the image manipulation: all and
only the previous role effects should obtain. However, if the role switch
cost in previous experiments was due to conflict at both levels (rela-
tional and pose), the switch cost should still obtain here, but its mag-
nitude should be significantly lower than that of the switch cost in this
experiment’s closest counterpart (Experiment 2).

5.1. Methods

5.1.1. Participants
An additional 24 members from the University of Pennsylvania

community participated and received class credit. Given the stability of
the role switch effect across Experiments 1a, 1b, and 2, we believed this
number to be sufficient. Data from an additional four participants were
excluded: two for not completing the experiment and two for low ac-
curacy (< 86%). This accuracy threshold was based on performance of
participants in the previous experiments (all > 89%), although inclu-
sion of these excluded participants did not qualitatively change the
results.

5.1.2. Materials and procedure
Stimuli from Experiment 2 were edited in Photoshop such that ac-

tors always faced away from one another. This was achieved by flipping
each actor (or both) horizontally about his own center axis. Since actors
sometimes partially occluded one another (e.g., in slapping, the Agent’s
hand and Patient’s face), this procedure occasionally resulted in missing
body or face parts in the images. The missing regions were replaced
with parts from other images using various Photoshop tools. This was
successful: no subject noticed the image manipulation even when
questioned during debriefing. Example images appear in Fig. 1, and
examples for each event category appear in Appendix A. Apparatus and
procedure were identical to Experiment 2.

5.1.3. Data analysis
Data coding procedures and trial exclusion criteria were the same as

in Experiments 1a, 1b, and 2. A mean of 12% (SD 3.2%) of trials (190
on average) per subject were excluded based on the previous exclusion
criteria. Average accuracy was 97.7% (SD 1.6%), and average RT for
the included data was 358ms (SD 56ms). Main analysis procedures
were the same as in Experiment 2. Although in principle the actors were
no longer Agents and Patients due to the mirror-flip manipulation, we
coded Role (repeated vs. switched) based on each actor’s corresponding
role in the unedited stimuli.

5.2. Results

A role switch cost was once again observed. In Table 5, we see that
participants were on average 3ms slower when the role of the target
character changed from one trial to the next. This effect was robust here
as well: 20/24 subjects and 8/10 items went in the direction of the
effect (Cohen’s d of 0.86 and 0.97, respectively; see Fig. 3). And al-
though small, it was significant: The best-fitting mixed effects model
included main effects of Role and Side. The fit of the model was sig-
nificantly better than the same model that did not include Role at all,
χ2(1)= 13.8, p < .001. Additionally, a model that also included an
interaction of Role× Side was not a significantly better fit,
χ2(1)= 0.10, p= .75, nor was a model that also included a main effect
of Event, χ2(1)= 0.01, p= .92. As in the previous experiments, parti-
cipants were slower when side repeated. See Table 5 for details.

5.2.1. Comparison of experiments 2 and 3
Given that Experiments 2 and 3 are a minimal pair, they present an

ideal opportunity for additional assessment of the contributions of the
pose and relational levels to the role switch cost. Because of the mirror-
flip manipulation in the current experiment (Experiment 3), the role
switch cost here can only be attributed to the pose level (since the in-
teraction between actors was minimal or non-existent), while in
Experiment 2 it can be attributed to both pose and relational levels.
Indeed, the size of the standardized effect in Experiment 3 was about
two-thirds of that observed in Experiment 2 (see Tables 3 and 5). To
formally compare the role switch cost across experiments, we ran new
mixed effects models with the data from both experiments, with a base
model whose random effects structure, main effects, and interactions
were identical to the best-fitting model of Experiment 3. Adding a main

Table 4
Mean RTs across subjects for each experiment, split by Trial Judgment type (Agent and
Patient judgment trials, i.e. whether the target actor was the Agent or the Patient on each
trial). 95% confidence intervals in parentheses.

Reaction time (ms) Agent trial
advantage (ms)

t value for
parameter in
best-fitting
model

Experiment Agent
trials

Patient
trials

Exp 1a (Gender
Search, Catch
Task)

383 (15.3) 383 (13.7) 0 (2.59) 0.58

Exp 1b (Gender
Search)

387 (20.6) 387 (19.6) 0 (2.27) 1.58

Exp 2 (Color Search) 349 (16.3) 345 (16.2) −4 (1.77) −7.45*

Exp 3 (Color Search,
Mirror-Flipped)

353 (24.7) 362 (23.1) 9 (2.91) 15.9*

* p < .05 in best-fitting mixed effects model (calculated using R lmerTest package).
See Section 4.2.1 for details on model comparisons.

Table 5
Mean RTs across subjects for Experiment 3, separately for all factors that were significant
in model fitting. 95% confidence intervals in parentheses.

Reaction time (ms) Switch cost
(ms)

t value for parameter
in best-fitting model

Condition Repeated Different

Role 356 (23.5) 359 (24.2) 3 (1.59) 3.86*

Side 363 (26.1) 353 (22.0) −10 (6.81) −15.8*

* p < .05 in best-fitting mixed effects model (calculated using R lmerTest package).
See Section 5.2 for details on model comparisons.
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effect of Experiment and interaction of Role× Experiment to the base
model significantly improved the fit as compared to a model with only a
main effect of Experiment, χ2(1)= 10.6, p= .001. This comparison
yields credence to the idea that a combination of levels (pose and re-
lational) led to the switch costs observed in Experiment 2.6

5.2.2. Does Agent saliency mediate the role switch cost in this experiment?
Here, unlike in previous experiments, there was a reliable Agent

trial advantage: participants were on average 9ms faster to respond on
Agent judgment than Patient judgment trials. This was confirmed in
mixed effects models: adding Trial Judgment (Agent vs. Patient judg-
ment trial) as a factor to the best-fitting model from above significantly
improved the fit, χ2(1)= 252, p < .001. Furthermore, this Agent ad-
vantage was greater than in any other experiment (independent sam-
ples t tests over subjects: all t’s > 6.40, p’s < 0.001; paired samples
[Experiment 2] and independent samples [Experiments 1a and 1b] t
tests over items: all t’s > 3.31, p’s < 0.01; see Table 4 for the mag-
nitude of Agent advantage in each experiment). As discussed in Section
4.2.1, for Agent saliency to account for the results here, we would also
expect an asymmetry in the role switch cost, i.e. a differential cost for
Patient-switch than Agent-switch trials. However, this additional effect
was not observed: adding an interaction of Role× Trial Judgment did
not improve model fit over a model with only a main effect of Trial
Judgment, χ2(1)= 2.02, p= .16. Thus, we can conclude that Agent
saliency (or more properly here, “active posture” saliency) did not
mediate the role switch cost in the current experiment.

The contrast in directionality of the Agent saliency effects between
Experiments 2 and 3 is further evidence that these stimuli were ana-
lyzed at different levels (pose vs. relational) by the participants in each
experiment. In Experiment 2, Agent trials were slower than Patient
trials, consistent with the hypothesis of Agents triggering event-
building in visually analyzed event scenes due to Cohn et al. (2013;
2017). In the current experiment (Experiment 3), we speculate that a
different process may be at work: the actors were analyzed at the
postural level, with no event building initiated (given that actors in the
scene were not interacting with one another). The robust effect of Trial
Judgment (faster Agent judgment, or “active posture” trials) in this
experiment is consistent with previous work that argues that active
postures independently guide attention in scenes (Freyd, 1983; Gervais
et al., 2010), even for infants (Shirai & Imura, 2016).

5.3. Discussion

We again observed a reliable role switch cost, but this differed
substantially from our previous experiments. First, the effect size here
was roughly two-thirds that of Experiment 2. Second, unlike in previous
experiments, an Agent (active posture) advantage also obtained. Thus,
the pose level alone (i.e., active and passive posture differences asso-
ciated with certain roles) cannot account for the entirety of the role
effects across studies. Instead, the role switch cost observed in previous
experiments was likely operating at both the pose and relational levels.

Given the differences observed between Experiments 2 and 3, we
propose that the perceptual system may be differentially attuned to
interacting and non-interacting individuals. On the one hand, the per-
ceptual system is likely tuned to active postures generally, in line with
evidence that active body postures direct spatial attention (Freyd, 1983;

Gervais et al., 2010; Shirai & Imura, 2016). But for interactive events
(Experiments 1a, 1b, and 2), we hypothesize that attention naturally
spreads to both actors (the Agent and Patient). Indeed, recent work has
shown a facilitatory effect on recognition of two-person interactions
(relative to non-interacting dyads) akin to the well-known face-inver-
sion effect, such that inversion effects are found for stimuli in which
two people are facing each other but not when they are facing away
(Papeo, Stein, & Soto-Faraco, 2017). Although our experiment was not
explicitly designed to test for a general attentional advantage for in-
teracting vs. non-interacting actors, we did find some evidence that
such an advantage may exist. RTs were approximately 11ms faster in
Experiment 2 (in which actors were in interactive relationships, mean
RT 347ms) than in Experiment 3 (in which actors were mirror-flipped,
i.e. not interacting, mean RT 358ms). This was confirmed in a paired t
test comparing RTs for individual image stimuli across the two ex-
periments, collapsing over all cross-trial switch factors (e.g., the mean
inverse RT for the image of blue-kicking-red-from-the-left in Experiment 2
compared to its mirror-flipped equivalent in Experiment 3), t
(39)= 11.5, p < .001, d=1.83.

Given that accuracy on the main task (color search) was actually
numerically higher in Experiment 3 vs. Experiment 2 (97.7% vs. 96.2%,
respectively), we do not believe the overall RT difference between the
two experiments is due to general confusion on account of the mirror-
flip manipulation; instead, the RT difference supports the hypothesis
that there is an attentional advantage specific to interacting human
figures, as if the perceptual system treats the interacting figures as an
attentional unit.

5.3.1. Can the role switch cost be attributed to order effects or to the large
number of trials used?

One general concern across experiments is that – although the large
number of trials per subject (about 1600) resulted in robust estimates of
central tendency – we might be capturing an effect that is due to the
peculiarities of the task. This could surface as order effects: perhaps the
role switch cost is due to effects of getting acquainted with the task
(gender or color search), or perhaps it is an effect that emerges from
overlearning the response to each stimulus, or to fatigue. We tested
these possibilities directly, by adding additional interaction terms for
Role (the switch cost) and either Trial Number (1 to approx. 1600) or
Block Number (1 to 40) to the best-fitting model for each experiment.
Adding the Role×Trial Number interaction term did not improve any
of the model fits, all χ2(1) < 1.64, p’s > 0.20, nor did adding the
Role× Block Number interaction term (with an additional main effect
of Block Number), all χ2(1) < 1.47, p > 0.23. Thus, it seems unlikely
that the role switch cost is driven by any peculiarities attributable to
order effects, such as gradual accommodation to the task, overlearning,
or fatigue.

Additionally, given that we obtained such a large number of ob-
servations per subject (about 1600), we wanted to ask whether we
would have observed the role switch cost with fewer observations than
were obtained in each experiment. To test this, we performed a power
analysis that tested at which point in the experiment, if we had stopped
collecting data, we would have found a significant role switch cost (at a
standard significance level of α=0.05). Specifically, separately for
each experiment, we performed identical mixed model comparisons to
those reported in each experiment above, using the same best-fitting
models (i.e., comparing the likelihood ratio values for models with and
without Role as a factor). This was performed on data from each block,
cumulatively (e.g., for Cumulative Block 1, this only included data from
block 1; for Cumulative Block 2, data from both block 1 and 2; for
Cumulative Block 3, data from blocks 1–3; etc., all the way up to block
40, which included data from the entire experiment). We simply asked
at which block significance (p < .05) was reached and maintained for
subsequent blocks in model comparisons. This is depicted in Fig. 4. We
find that for Experiments 1a and 2, as little as one-tenth of the data was
sufficient to reach and maintain significance, and for Experiments 1b

6 In the mirror-flip manipulation, it could be argued that the interactive nature of the
actors is not completely eliminated; for example, a kicker facing away from a would-be
kickee may appear instead to be marching away from the other actor – a kind of social
interaction. If this is the case, the reduced effect here could be due to a reduction (but not
full elimination) of the interaction between actors, rather than a combination of the re-
lational and pose level information. However, based on responses to questions during
debriefing, the majority of participants considered the actors non-interacting. Thus, al-
though the role switch cost in this experiment should perhaps be called a “posture switch
cost”, we use the term “role switch cost” for consistency with the previous experiments.
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and 3, about half to two-thirds. Thus, we can be confident that in
general, our estimate of the amount of data required was conservative,
and we likely would have detected the role switch cost even with many
fewer observations per subject and item.7

5.3.2. Can linguistic encoding of our stimuli explain the role cost?
Given that there is evidence of rapid interplay between event ap-

prehension and utterance formulation (Gleitman, January, Nappa, &
Trueswell, 2007), it is conceivably possible that linguistic encoding of
the stimuli was happening, even within this short time frame
(< 400ms). This is important, because if the switch cost we observed is
due to purely grammatical categories (Subject, Object), then our ex-
periments cannot adjudicate the generality of event roles (i.e., Agent
and Patient, or related cluster-concepts; Dowty, 1991; White et al.,
2017). In other words, kicker and tickler may not be conceptually re-
lated, but when they are situated in utterances, the kicker and tickler
become similar by virtue of their both being grammatical Subjects (the
same reasoning applies to kickee and ticklee).

However, linguistic encoding is unlikely to explain the role switch
costs observed in our experiments for several reasons. First, explicit
linguistic encoding was rare: in post-experiment questioning, only nine
subjects across all experiments reported linguistically encoding the
stimuli at any point in terms of who did what to whom (2 in Experiment
1a, 5 in Experiment 1b, 2 in Experiment 2, and 0 in Experiment 3).
Second, any explicit linguistic encoding that occurred appears to have
had little influence on the role switch cost: the cost was not statistically
different between participants that reported encoding the events lin-
guistically and those that did not, for any experiment (all p’s > 0.20,
unpaired t-tests). In fact, only two of the nine participants that reported
linguistic encoding, both in Experiment 1b, appeared in the top 50th
percentile of switch cost magnitude among the other participants in
their experiment.

It is also unlikely that participants were linguistically encoding the
events implicitly. If they were, then we might expect a grammatical
Subject advantage: Subjects appear first in utterances in English (a
Subject-Verb-Object language), so trials on which the target actor was
the Agent (the grammatical Subject in canonical active-voice utter-
ances) might show faster RTs than when the target actor was the Patient
(the grammatical Object). However, this was not the case: Agent
(Subject) trials were actually significantly slower than Patient (Object)
trials in Experiment 2, and there was no significant Agent (Subject)
advantage in Experiments 1a and 1b (see Table 4).

Taken together, these analyses suggest that – although some parti-
cipants did report encoding the stimuli linguistically – it had little if any
influence on the role switch effects observed in our studies. Future work
could further probe the influence of language on performance in a task
such as ours by testing participants from different language groups, or
those without access to fully formed natural language (e.g., deaf
homesigners; Feldman, Goldin-Meadow, & Gleitman, 1978; Zheng &
Goldin-Meadow, 2002).

5.3.3. How general is the role switch cost over transitions between particular
event categories?

In previous analyses, we found some evidence that the role switch
cost is at least partly event-general (i.e. not tied to the specific pre-
ceding event category): in Experiments 1a and 1b, the role switch cost
still held when Actor Pair (and therefore Event Category in that sti-
mulus set) switched (see Tables 1 and 2 and Section 3.2.1); and in
Experiment 3, there was not a significant interaction of the role switch
cost with repeated/switched event category. However, it still could be
the case that the cost is dependent on which particular event categories
precede others (i.e. that the role switch cost is driven by a small subset
of preceding event categories). For example, in the extreme, it could be
that the role switch cost for each event category is obtained only when
preceded by the category kicking.

To address this, we simply calculated the average role switch cost
(using inverse RTs) across subjects for each event category to every
other event category, collapsing over Agent side. This yielded a 10×10
matrix of values for each experiment, where each cell of a matrix re-
presents the average role switch cost for a transition from one particular
event category to another, illustrated in Fig. 5A (using raw RTs). We
then tested whether these event-to-event role switch costs were sig-
nificantly above zero for each experiment. Indeed as illustrated in
Fig. 5B, this was the case (all t(99) > 2.39, p < 0.02), even when

Fig. 4. Analysis of the amount of data required to obtain a significant role switch cost effect in each experiment. Mixed effects model comparisons (for models with and without Role as a
factor) that were identical to those reported for each experiment were calculated on data from each block, cumulatively (i.e., for cumulative block number on the x-axis, each block number
also includes data from all previous blocks, e.g., the data point for block number 30 represents a statistic calculated using models with data from blocks 1–30). The dotted line in each plot
indicates the chi-square value required for a level of significance of p < .05 for that experiment’s model comparison. Blue points indicate significant chi-square values. (Points for some
data subsets do not appear because models using those subsets did not converge). These plots indicate that fewer blocks of trials would have been sufficient for detecting the role switch
cost in each experiment (in some cases, such as in Experiments 1a and 2, we would have detected the switch cost with as little as one-tenth of the data).

7 We should note that the experiments reported in this manuscript were the first that
we conducted using this switch cost paradigm, and the first (to our knowledge) to use this
method in scene perception research in general. Therefore, given our initial uncertainty in
how strong of an effect we should observe in such a paradigm, we used a large number of
trials per subject to maximize our chances of observing an effect of event role if it were to
exist. Since we found that only a subset of the trials was needed to detect the role switch
cost in our experiments, we hope that the reported power analysis proves useful to other
researchers interested in using a similar paradigm for asking questions about encoding of
event information in visual scenes.
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Fig. 5. (a) Mean role switch cost over subjects (in milliseconds) calculated between each Event Category and every other Event Category, collapsing across Actor Side, separately for each
experiment. Color shading indicates t-test values for the switch cost across subjects (|t(23)| > 2.07 is significant at p < .05 uncorrected), with red indicating a role switch cost, and blue
a role switch benefit. Gray boxes around cells in Experiment 1a and 1b matrices indicate transitions between different Event Categories that feature the same Actors (see Section 2.1.2),
which was found in analyses to result in higher switch costs (see Section 3.2.1); this is not indicated in Experiments 2 and 3 since there was always only one set of actors. Note that
diagonals in each matrix represent the switch cost for the same Event Category, so always reflected the same set of actors, in all experiments. (b) Violin plots of all cells from the four
matrices in (a). Violin plot outlines indicate the kernel probability density, i.e. the width of each plot indicates the proportion of event-to-event transition values at each role cost
magnitude. Orange boxes indicate the mean and standard error across transition values, for each experiment. Analyses showed that the role switch cost was not driven by a small subset of
event-to-event transitions: as can be seen, the majority of values were above zero.
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excluding transitions between the same event categories, i.e. the diag-
onals of the matrices (all t(89) > 2.03, p < 0.05).8 These analyses
suggest that, at least for the event category exemplars used in our ex-
periments, there is some commonality across the roles of the partici-
pants in different event categories that is driving the role cost. Im-
plications of this for event role representations more broadly appear in
Section 6.1.

6. General discussion

Our experiments demonstrate that the structure of an event, i.e. who
acted on whom, is spontaneously encoded in visual processing, even
when attention is directed toward other visual features (here, gender or
color). This process manifested as a role switch cost, i.e., a relative lag
in reaction time when the role of the target actor switched from trial to
trial. The effect was robust across stimuli, event categories, and task
(Experiments 1a and 1b: gender search; Experiment 2: color search). In
Experiment 3, we determined that the role switch cost observed in the
previous experiments cannot be fully explained by body posture dif-
ferences associated with Agents and Patients. Furthermore, we found
that the cost was not driven by a subset of the possible transitions from
one event category to another, suggesting that the role information
computed is quite general. Taken together, our experiments demon-
strate (for the first time, to our knowledge) both the rapidity and
generality of the event role computation itself.

6.1. Implications for event role representations

Although we have shown that assignment of Agent and Patient to
entities in visual scenes is rapid and spontaneous, it may be that in
continued processing, this coarse role assignment can be reversed or
refined, in at least three ways. The first is additional visual input, in the
form of successive fixations: for example, upon further observation,
perhaps one recognizes that the initially identified Patient is holding a
weapon, making him an Agent (a shooter); or that an Agent is holding
an object to transfer, making the Patient a Recipient. Indeed, a recent
gist-extraction study of event scenes revealed that observers need
substantially longer viewing times to identify the coherence of spatially
local event properties such as the category of instrument objects vs.
global event properties such as posture/orientation (Glanemann et al.,
2016). The study of Glanemann et al. (2016) highlights the advantage
afforded by initial commitment to a coarse role assignment: it can help
guide scene fixations in a targeted manner (see also Castelhano &
Henderson, 2007).

A second way that role assignment can be reversed or refined is via
flexible event construal: Despite how an event plays out in the world,
people can construe it in an innumerable number of ways (sometimes
for comedic effect: “Yeah, I’m fine. I snapped my chin down onto some
guy’s fist and hit another one in the knee with my nose”; Ross, 1972).
We speculate that in general, flexibility in event construal reflects a top-
down, cognitive re-interpretation of an initial commitment provided
rapidly by the visual system.

Finally, the context in which an event occurs likely allows for later
assignment of more event-specific roles like helper or hinderer that in-
corporate this contextual information. Indeed, there is developmental
evidence for both event-general and event-specific role distinctions:
young infants readily distinguish Agents and Patients in social events
like helping and hindering, but they also themselves prefer positively

valenced Agents (i.e., helper; Hamlin, Wynn, & Bloom, 2007; Kuhlmeier,
Wynn, & Bloom, 2003).

Given that in our experiments, we found the role switch cost to be
somewhat event-general, an important theoretical question is whether
there are systematic differences in the role switch cost in terms of hy-
pothesized properties of roles in different event categories. In parti-
cular, some theories of event roles hypothesize that certain components
of events (e.g., contact, causation, and change of state or motion) are
conceptual primitives, posited as such because they are relevant for
grammar (i.e., they constrain the sentence frame in which a verb can be
used; Levin, 1993; Levin & Rappaport-Hovav, 2005; Pinker, 1989;
Talmy, 2000) or because they are available early on in development
(Strickland, 2016). Notably, these event components are similar to
features proposed in cluster-concept notions of event roles (Dowty,
1991; Kako, 2006; White et al., 2017).

Although the consistency we observed in the role cost across events
is broadly suggestive of generality (see Fig. 5, and Section 5.3.3), we do
not believe we have a convincing way to address the precise char-
acteristics of this generality with the current data, for the following
reasons. First, the event categories we used did not independently vary
in theoretically relevant event components such as cause, contact, state-
change, and motion. Second, we had essentially only one exemplar (i.e.
one postural “tableau”) per event category (see Fig. 1 for examples).
Thus, to address the generality and granularity of event roles extracted
from visual scenes, future work will need to include many more event
categories and to systematically manipulate hypothesized event com-
ponents within event category.

Whatever theoretical distinctions end up accounting for the com-
plexities of an observer’s event conceptualization, we assert that there is
a rapid and spontaneous assignment of Agent-like and Patient-like roles
to interactive event participants, possibly before more refined role
distinctions (e.g., Recipient) or social contingencies (as in the helping/
hindering case) have been computed, and in some cases before event-
specific role identification occurs (e.g., kicker, kickee).

Consequently, now that we have established the robustness and
generality of the basic phenomenon of spontaneous role extraction with
Agent-like and Patient-like event participants, there is a large set of
theoretically interesting questions about how the visual system parses
the roles in events with different numbers of participants and different
relationships among them. For example, in single-participant events
where the participant undergoes a change of state or location (e.g.,
melting, falling), is the participant assigned a Patient-like rather than
Agent-like status? In a joint interaction such as dancing, are participants
assigned similar roles to one another (e.g. both Agents) rather than
Agent and Patient? What is the role status of participants in complex
events such as transfer events (e.g., giving, serving)?

6.2. Implications for the relationship between perceptual and linguistic
encoding of event roles

The early stages of event perception as examined in the current
studies have the potential to inform theories of argument selection in
linguistic descriptions of events (i.e., whether event participants belong
in sentential subject, object, or oblique positions). Our general theore-
tical viewpoint consists of the following notions: (1) in early perceptual
processing, scene entities are categorized as Agent-like and Patient-like,
often before the event category itself is determined; and as such, (2)
initial role categorization is not dictated primarily by the event cate-
gory itself (along with the corresponding verb-specific roles such as
Stimulus Experiencer, and Instrument), but rather by the perceptual
particulars of the scene, i.e. the particular token of the event category.
Our studies provide support for these notions: we found role switch
costs even across exemplars of event categories that would not be
considered in the literature to be canonical Agent-Patient relationships:
events with a mediating instrument (stab, film, and bandage); events
without caused motion or state-change (look at, call after, and film); and

8 The same analyses can be conducted using mixed effects models, testing whether the
effect of Repeated Role no longer significantly improves model fit once event-to-event
transitions are taken into account (operationalized here as separate random intercepts for
Previous Event and the Previous Event×Current Event interaction, with random slopes
for Repeated Role for each random intercept). These analyses support the same conclu-
sion as the t-test analyses in the main text, namely that the role switch cost is not driven
by a small set of event category transitions.
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an event of transfer (feed), where the Patient might more traditionally
be considered a Recipient.9 Our viewpoint provides a possible percep-
tual explanation for at least two issues in linguistic argument selection:
(1) the optionality and argument status of some event participants, such
as Instruments; and (2) the cross-linguistic variability in grammatical
status of certain event roles, such as Stimulus and Experiencer.

First, let us consider the optionality and argument status of event
participants. It is debated whether instruments should be considered
arguments of verbs: to describe a stabbing event, for example, one may
say John stabbed the man or John stabbed the man with a knife. Rissman
and colleagues (2015) account for these inconsistencies at the level of
event construal: argumenthood depends on construal of a particular
token of an event as indicated by a verb and its sentential context, rather
than an absolutist notion of arguments that depends solely on the verb
itself. Our work provides a perceptual complement to this notion: we
argue that early available perceptual cues to role assignment have a
strong influence on initial event construal. Hence, the degree of per-
ceptual salience of objects involved in a particular token of an event
should partially determine the degree to which an argument of a
verbally encoded event scene will be optional, or should be considered
an argument at all in the case of Instruments (see also Brown & Dell,
1987, on the pragmatics of inclusion of event participants in discourse).

The rapid and spontaneous encoding of event participants as Agent-
like and Patient-like might also account for the fact that linguistic argu-
ment selection for certain event categories is more consistent cross-lin-
guistically than for others. For example, the Agent- and Patient-like status
of the subject and object in a description of a hitting event is fairly
straightforward. In contrast, the statuses of subject and object in a de-
scription of a frightening or fearing event are much less clear (e.g., John
frightens Mary and Mary fears John can describe the same event; Dowty,
1991), with some hypothesizing thematic roles distinct from Agent and
Patient for these event participants (i.e., Stimulus or Experiencer, depen-
dent on which participant is seen as the implicit cause of the event;
Hartshorne, 2014; Levin & Rappaport-Hovav, 2005). We hypothesize that
from instance to instance of a given event category, the Agent- and Patient-
like perceptual properties of the participants may on average be less
variable (e.g., hitting, kicking) or more variable (e.g., fearing, frightening,
looking). Thus, it is not surprising that event categories involving Stimulus/
Experiencer-like roles (e.g., fearing) are the ones for which there is high
cross-linguistic variability in terms of which participant must appear in
subject position. Indeed, we have previously argued that the high degree of
cross-linguistic correspondence between Agents/Patients and subjects/
objects is probably not a coincidence, but rather reflects a fundamental
relationship between “core” cognition and perception (Strickland, 2016).

This brings us to the question of the degree to which language
dictates conceptual event role assignment. It has certainly been shown
that the linguistic framing of an event may influence attention to and
memory for certain event participants or event components (e.g.,
Fausey, Long, Inamori, & Boroditsky, 2010; Kline, Muentener, & Schulz,
2013; Papafragou, Hulbert, & Trueswell, 2008; Trueswell &
Papafragou, 2010). Notice here, however, that these phenomena reflect
how language production alters attention in scenes (“looking for
speaking”), or how language comprehension affects event construal
(serving as a marker of the scene entities considered relevant by the
speaker). We predict that cross-linguistic differences should be minimal
in the first moments of event perception, and only afterward might
language-specific effects be observed, if at all (e.g., language-specific
conventions in terms of assignment of Stimulus and Experiencer to

certain grammatical positions). Such a prediction could be tested by
running our experimental paradigm with speakers of different lan-
guages, or with populations with minimal exposure to fully formed
natural language, e.g. deaf homesigners (Feldman et al., 1978; Zheng &
Goldin-Meadow, 2002). A second prediction is that an observer’s event
construal will be more susceptible to linguistic modulation when the
ambiguity of the initial role information available in the scene is higher,
such as with Stimulus-Experiencer events, e.g. frightening, where the
relative Agent-like or Patient-like visual cues between event partici-
pants may not significantly differ. In other words, speakers certainly use
specific verbs and frames in an event description to convey the im-
portance of the various event participants to their event construal (e.g.,
frighten vs. fear), but an observer’s construal depends heavily on the
perceptual parameters of the observed interaction in the first place.

To summarize this section, we believe that our results help to address
some puzzles in the linguistic encoding of events, such as the argument
status of event roles like Instruments and the cross-linguistic variability in
grammatical status of certain roles like Stimulus and Experiencer. We
speculate that in the first moments of event perception, how Agent-like
and Patient-like scene participants are, as well as their perceptual sal-
ience, matters more for event construal and subsequent linguistic en-
coding than the logical relationship between event participants (such as
Stimulus/Experiencer) in the depicted event category.

6.3. Implications for high-level visual perception

Our work is consistent with a wealth of previous literature that has
demonstrated rapid, bottom-up encoding of semantic content from vi-
sual scenes (Biederman et al., 1982; Castelhano & Henderson, 2007;
Greene & Fei-Fei, 2014; Greene & Oliva, 2009; Potter, 1976; VanRullen
& Thorpe, 2001). Crucially, we find that not only are the perceptual
features that are correlated with event role (i.e., body posture) ex-
tracted by the visual system rapidly, but the computation of the abstract
role information itself is rapid. Observers in our studies viewed the
scenes for less than 400ms (based on mean response times), so for us to
have obtained the role switch cost, the computation of role information
must have taken place within this time frame.

Our findings fit within a broader literature in visual perception
which shows that spontaneous and possibly automatic perceptual pro-
cesses are not limited to low-level properties (e.g., lines and edges), but
also extend to “high-level” representations that include objects (Scholl,
2001), event types (Strickland & Scholl, 2015), causality (Kominsky
et al., 2017; Rolfs, Dambacher, & Cavanagh, 2013), and animacy (van
Buren, Uddenberg, & Scholl, 2015). Like our event role results, these
other processes often map neatly onto representations from the litera-
ture on infant “core cognition” and potentially conflict or diverge from
higher-level, explicit judgments (Cheries, Wynn, & Scholl, 2006; Spelke
& Kinzler, 2007; see Strickland, 2016, for a discussion of the relation-
ship between elements of “core” cognition and cross-linguistic gram-
matical patterns). Additionally, the differences in the role switch cost
for interactive actors (Experiment 2) and non-interactive actors (Ex-
periment 3) supports the hypothesis that another element of core cog-
nition that is reflected in perception are the social interactions of
others, including their roles (Spelke & Kinzler, 2007). This is in line
with other recent work suggesting that the perceptual system treats
interacting figures as an attentional unit (Papeo et al., 2017) and that
there is a region in the human brain selective for observed social in-
teractions (Isik, Koldewyn, Beeler, & Kanwisher, 2017).

An open question is the extent to which the role switch cost is
specific to human interactions, or is a reflection of more general pro-
cessing of the interactive relationships between scene entities, both
animate and inanimate. That is, in event scenes that involve interac-
tions with or among inanimate objects (e.g., a woman opening a door or
a ball hitting a rock), are roles assigned using similar visual processes?
Given our assertion that early in visual processing, scene entities are
assigned coarse Agent-like and Patient-like roles, it follows that, if an

9 Of course, the scene exemplars (the images used for look at, feed, etc.) were selected
precisely because there was general agreement in our previous study (Hafri et al., 2013)
about the roles of the scene participants (who was performing the action vs. being acted
upon). However, the fact that we found the role cost even for these items suggests that it
is in principle possible to find Agent and Patient-like role effects even for categories of
events without canonical Agent-Patient relationships. This provides evidence that the
category of event does not exert a strong influence on early role assignment.
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inanimate object is salient enough in the visual representation, it should
also be rapidly assigned an Agent-like or Patient-like role. However,
there is evidence that visual processing of animate and inanimate en-
tities is quite distinct, both in terms of differential attention (van Buren
et al., 2015) and underlying cortical pathways (Connolly et al., 2012;
Scholl & Gao, 2013). It will require further investigation to determine
whether the visual system assigns roles similarly to animate and in-
animate scene entities.

6.4. Implications for action and event perception

Researchers studying action perception and its neural substrates have
tended to focus on single-actor actions (e.g., walking; Giese & Poggio,
2003; Lange & Lappe, 2006) or actor-object interactions (e.g., grasping,
opening; Rizzolatti & Sinigaglia, 2010; Wurm & Lingnau, 2015 and many
others). Our work suggests that to gain a complete picture of action
perception and the neural substrates supporting it, researchers must also
study the event structure of actions and interactions (Hafri et al., 2017).
Additionally, our results have implications for theories of event percep-
tion from ongoing activity, particularly Event Segmentation Theory (EST;
Zacks, Speer, Swallow, Braver, & Reynolds, 2007). EST holds that during
continuous perception, people construct an “event model” that includes
relevant causes, characters, goals, and objects (Zacks, Speer, & Reynolds,
2009). Importantly, EST implies that this process does not require con-
scious attention. Our results directly support this core implication: people
rapidly and spontaneously encode the structure of observed events, even
when attention is guided to other properties of observed scenes. Our re-
sults further suggest that event roles should be considered key compo-
nents of event models themselves, an intuitive notion: if event roles
change, then so does the currently observed event.

6.5. Spontaneity vs. automaticity of role encoding

In the introduction to this paper, we defined a spontaneous process
as any process that is executed independently of an explicit goal (see
Section 1.2). Such a process could be automatic, in the sense that it is
mandatory given certain input characteristics, but it could also be
spontaneous but not automatic in the sense that, under some conditions
and with some cognitive effort, the process could be prevented from
being executed. Our results at minimum demonstrate the spontaneity of
role encoding. However, what can we say about the potential auto-
maticity of event role encoding?

One criterion for automaticity is the notion of “ballistic” engagement,
i.e. that given certain types of perceptual input, a particular process is
necessarily engaged and runs to completion (e.g., an English speaker
cannot help but process the sounds of English as such; Fodor, 1983).
Additional criteria are due to Shiffrin and Schneider (1977), who studied
target item search among distractor items: they assert that automatic
processing is quick, is not hindered by capacity limitations of short-term
memory, and requires only limited attention. One difficulty in assessing
the degree of automaticity using these criteria is that there is not a
straightforward mapping between Shiffrin and Schneider’s definitions of
target and distractor and our definitions in the present study. In Shiffrin
and Schneider (1977), targets and distractors are different objects (e.g.,
letters and numbers) on screen. In contrast, in our paradigm, the “target”
(gender/color information) and “distractor” (role information) are two
levels of description of the same entity (the target actor). Thus, if attention
to different levels of the same stimulus and to different stimuli should be
considered analogous under the Shiffrin and Schneider criteria, then our
results are consistent with automaticity: even when attention is directed
to one level of the target actor (gender/color), we find that subjects also
encode the same entity at another level (role).

However, since gender and color in our stimulus set were not in
direct conflict with role information, only orthogonal to it, answering
whether role extraction is automatic rather than simply spontaneous
requires further research. Notably, such a distinction between

spontaneity and automaticity is relevant not only within the domain of
the current study, but applies to many fields investigating processes
that have the potential to be considered automatic (e.g., theory of mind;
Leslie, 1994; Scholl & Leslie, 1999).

6.6. Practical vs. theoretical significance of the role switch cost

Before we close, we believe that a separation of the empirical ro-
bustness, practical consequences, and theoretical import of the role
switch cost is warranted. The empirical evidence is clear. We have re-
ported a highly replicable effect, with each experiment showing a
consistently large standardized effect size (minimum Cohen’s d 0.55),
and with a majority of subjects and items showing the effect in all cases.
We also demonstrated that the large number of observations per subject
was not necessary to obtain the effect (see Fig. 4 and Section 5.3.1).

For practical purposes, we are not surprised at the small absolute
magnitude of the effect (about 5ms), since our experiments were ex-
plicitly designed to dis-incentivize people from making role categor-
izations. Remarkably, even under these fairly extreme conditions, par-
ticipants exhibited a trace of tracking event roles. Nevertheless, we
would expect whatever mental mechanisms that produced the tiny
absolute effect sizes here to matter much more in everyday situations
where Agency and Patiency are task-relevant (e.g. for the purposes of
producing language or judging the behavior of conspecifics).

We assert that the theoretical importance of the effect is not mea-
sured by its absolute size, but rather by the theoretical distinctions
made over the course of the experimental investigation. Indeed, despite
its size, the stimulus manipulation of Experiment 3 provided evidence
that the role switch cost is attributable not only to differences at the
pose level (i.e., switches in body posture), but also to a more abstract
relational level (i.e., switches in event roles).

6.7. Conclusions

To close, over the course of four experiments, we have provided
empirical evidence that the human visual system is spontaneously en-
gaged in extracting the structure of what is happening in the world –
including the interactive relationships between people. The rapidity of
the extraction and its generality over a wide range of events suggests
that this information may have a strong influence on how we describe
the world and understand what we observe more generally.
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Appendix A

An example image for each event category featured in the experiments (for Experiments 1a and 1b, Female Agent on the Left images; for
Experiments 2 and 3, Blue Agent on the Left images). Agent and Patient poses were similar for the four versions of each event category. Although the
images used in Experiments 2 and 3 were desaturated to a level of 3% to make the task (color search) more difficult, they are shown here in full color
for illustrative purposes. See Sections 2.1.2,4.1.2 and 5.1.2 for details.

A.1. Experiments 1a and 1b (Gender Search)

A.2. Experiment 2 (Color Search)

A.3. Experiment 3 (Color Search, Mirror-Flipped)
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